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The concepts of statistical electromagnetics are used to derive the general radiative transfer equation
�RTE� that describes multiple scattering of polarized light by sparse discrete random media consisting of
arbitrarily shaped and arbitrarily oriented particles. The derivation starts with the volume integral and
Lippmann–Schwinger equations for the electric field scattered by a fixed N-particle system and proceeds
to the vector form of the Foldy–Lax equations and their approximate far-field version. I then assume
that particle positions are completely random and derive the vector RTE by applying the Twersky
approximation to the coherent electric field and the Twersky and ladder approximations to the coherency
dyad of the diffuse field in the limit N 3 �. The concluding section discusses the physical meaning of
the quantities that enter the general vector RTE and the assumptions made in its derivation.
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1. Introduction

Since the pioneering paper by Schuster,1 the radia-
tive transfer equation �RTE� has become a classical
equation of mathematical physics and has been
widely used in diverse areas of science and technol-
ogy to describe multiple scattering of light by media
composed of randomly and sparsely distributed small
particles.2–14 However, introduction of the RTE is
usually based on heuristic principles of classical ra-
diometry, i.e., on intuitively appealing considerations
of energy balance and the simple phenomenological
notions of light rays �i.e., geometric trajectories along
which radiant energy is assumed to propagate� and
ray pencils. This way to introduce �or, in essence, to
postulate� the RTE becomes especially shaky when
one tries to include the effects of polarization �the
so-called vector RTE, or VRTE� and�or the effects of
particle nonsphericity and orientation. Further-
more, it has led to the widespread ignorance of the
fact that the real derivation of the RTE and the clar-
ification of the physical meaning of the quantities
that enter this equation must be based on fundamen-
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tal principles of classical electromagnetics as applied
to discrete random media.

During the past three decades, there has been sig-
nificant progress in studies of the statistical wave
content of the radiative transfer theory, which has
resulted in a much better understanding of the basic
assumptions leading to the RTE and has made the
latter a corollary of the wave theory �see, e.g., Refs.
15–22 and references therein�. However, many of
these studies have been limited to multiple scattering
of scalar waves and�or to isotropic disordered media,
whereas an explicit microphysical derivation of the
VRTE from statistical electromagnetics in the case of
arbitrarily shaped and arbitrarily oriented particles
still appears to be missing. The aim of this paper is
to fill this gap.

I begin by briefly summarizing those principles of
classical electromagnetics that form the basis of the
theory of single light scattering by a small particle.
Section 3 forms the main body of the paper and con-
tains a detailed derivation of the general VRTE start-
ing with the vector form of the Foldy–Lax equations
for a fixed N-particle system and their far-field ver-
sion. I then assume that particle positions are com-
pletely random and derive the VRTE by applying the
Twersky approximation to the coherent electric field
and the Twersky and ladder approximations to the
coherency dyad of the diffuse �incoherent� field in the
limit N 3 �. Section 4 is a summary of the results
of the paper and includes a discussion of the physical



meaning of the quantities that enter the general
VRTE and the assumptions made in its derivation.
Throughout the paper I assume that the temperature
of the particles is low enough that the emitted com-
ponent of the total radiation field can be neglected.

2. Single Scattering

The aim of this section is to provide a brief introduc-
tion of the necessary definitions and notation and to
list the equations that will be used in the derivation
of the VRTE. An extensive discussion of the sub-
jects covered including explicit derivations of all for-
mulas can be found in Ref. 23. Three-vectors are
denoted by use of bold upright letters and matrices
are denoted by use of bold sloping letters.

A. Coherency Matrix, Coherency Vector, and Stokes
Vector

To introduce various characteristics of a transverse
electromagnetic wave, I use the local right-handed
Cartesian coordinate system with its origin at the
observation point, as shown in Fig. 1, and specify the
direction of propagation of the wave by a unit vector
n̂ or, alternatively, by a couple ��, ��, where � � �0, 	

is the polar angle measured from the positive z axis
and � � �0, 2	� is the azimuth angle measured from
the positive x axis in the clockwise direction when
looking in the direction of the positive z axis. Since
the component of the electric field vector along the
direction of propagation n̂ is equal to zero, the electric
field at the observation point can be expressed as E �
E� � E�, where E� and E� are the � and � components
of the electric field vector, respectively. The compo-
nent E� � E��̂ lies in the meridional plane �i.e., plane
through n̂ and the z axis�, whereas the component E�

� E��̂ is perpendicular to this plane. �̂ and �̂ are
the corresponding unit vectors such that n̂ � �̂  �̂.

Consider a time-harmonic plane electromagnetic
wave that propagates in a homogeneous medium

with a real electric permittivity ε and a real magnetic
susceptibility �:

E�r� � E0 exp�ikn̂ � r�, E0 � n̂ � 0, (1)

where k � ��ε� is the �real� wave number and � is
the angular frequency. The 2  2 coherency matrix
� is defined by

� � ��11 �12

�21 �22
� �

1
2 �ε

�
�E0�E0�* E0�E0�*

E0�E0�* E0�E0�*� , (2)

where the asterisk denotes a complex conjugate
value. The elements of � have the dimension of
monochromatic energy flux �Wm�2� and can be con-
veniently grouped into a 4  1 coherency column
vector:

J � �
�11

�12

�21

�22

� �
1
2 �ε

� �
E0�E0�*
E0�E0�*
E0�E0�*
E0�E0�*

� . (3)

The Stokes parameters I, Q, U, and V are then de-
fined as the elements of a 4  1 column Stokes vector
I as follows:

I � DJ �
1
2 �ε

� �
E0�E0�* � E0�E0�*
E0�E0�* � E0�E0�*

�E0�E0�* � E0�E0�*
i�E0�E0�* � E0�E0�*�

� � �
I
Q
U
V
� ,

(4)

where

D � �
1 0 0 1
1 0 0 �1
0 �1 �1 0
0 �i i 0

� . (5)

B. Volume Integral Equation and Lippmann–Schwinger
Equation

Consider a scattering object embedded in an infinite,
homogeneous, linear, isotropic, and nonabsorbing
medium. The scatterer occupies a finite interior re-
gion VINT and is surrounded by the infinite exterior
region VEXT such that VINT � VEXT � R3. The in-
terior region is filled with an isotropic, linear, and
possibly inhomogeneous material.

The monochromatic Maxwell curl equations that
describe the scattering of a time-harmonic electro-
magnetic field are as follows:

� � E�r� � i��1H�r�
� � H�r� � �i�ε1E�r�� for r � VEXT, (6)

� � E�r� � i��2�r�H�r�
� � H�r� � �i�ε2�r�E�r�� for r � VINT, (7)

where the subscripts 1 and 2 refer to the exterior and
interior regions, respectively. Since the first rela-
tions in Eqs. �6� and �7� yield the magnetic field pro-
vided that the electric field is known everywhere, we

Fig. 1. Local coordinate system used to describe the direction of
propagation and the polarization state of a transverse electromag-
netic wave at an observation point.
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look for the solution of Eqs. �6� and �7� in terms of only
the electric field. Assuming that the host medium
and the scattering object are nonmagnetic, i.e., �2�r�
� �1 � �0, where �0 is the permeability of a vacuum,
one derives the corresponding vector wave equations:

� � � � E�r� � k1
2E�r� � 0, r � VEXT, (8)

� � � � E�r� � k2
2�r�E�r� � 0, r � VINT, (9)

where k1 � ��ε1�0 and k2�r� � ��ε2�r��0 are the
wave numbers of the exterior and interior regions,
respectively.

Following the approach described in Ref. 23, one
can express the solution of Eqs. �8� and �9� in the form
of the following volume integral equation:

E�r� � Einc�r� � k1
2 �

VINT

d3r�G
7

�r, r��

� E�r���m2�r�� � 1
, r � R3, (10)

where

G
7

�r, r�� � � I
7

�
1

k1
2 � � �	 exp�ik1
r � r�
�

4	
r � r�

(11)

is the free space dyadic Green’s function, I
7

is the
identity dyad, R denotes the dyadic product of two
vectors, and m�r� � k2�r��k1 is the refractive index of
the interior relative to that of the exterior. Alterna-
tively, the scattered field Esca�r� � E�r� � Einc�r� can
be expressed in terms of the incident field by means

of the dyad transition operator T
7

:

Esca�r� � �
VINT

d3r�G
7

�r, r�� � �
VINT

d3r� T
7

�r�, r��

� Einc�r��, r � R3. (12)

Substituting Eq. �12� into Eq. �10� yields the

Lippmann–Schwinger equation for T
7

:

T
7

�r, r�� � k1
2�m2�r� � 1
��r � r�� I

7

� k1
2�m2�r� � 1
 �

VINT

d3r�G
7

�r, r��

� T
7

�r�, r��, r, r� � VINT. (13)

C. Scattering in the Far-Field Zone

Let us choose a point O close to the geometric center
of the scattering object as the common origin of all
position vectors �Fig. 2� and make the standard far-
field-zone assumptions that k1r �� 1 and that r is

much larger than any linear dimension of the scat-
terer. Then Eq. �10� becomes

Esca�r� �
r3 �

exp�ik1 r�
r

k1
2

4	
� I
7

� r̂ � r̂�

� �
VINT

d3r��m2�r�� � 1
E�r��exp��ik1r̂ � r��.

(14)

The factor I
7

� r̂ R r̂ � �̂ R �̂ � �̂ R �̂ ensures that
the scattered spherical wave in the far-field zone is
transverse so that

Esca�r� �
r3 �

exp�ik1 r�
r

E1
sca�r̂�, r̂ � E1

sca�r̂� � 0, (15)

where the scattering amplitude E1
sca�r̂� is indepen-

dent of r and describes the angular distribution of the
scattered radiation.

Assuming that the incident field is a plane electro-
magnetic wave Einc�r� � E0

inc exp�ik1n̂inc � r�, we have

E1
sca�n̂sca� � A

7
�n̂sca, n̂inc� � E0

inc, (16)

where n̂sca � r̂ �Fig. 2�. The elements of the scat-
tering dyad A

7
�n̂sca, n̂inc� have the dimension of

length. It follows from Eq. �15� that

n̂sca � A
7

�n̂sca, n̂inc� � 0. (17)

Since E0
inc � n̂inc � 0, the dot product A

7
�n̂sca, n̂inc� � n̂inc

is not defined by Eq. �16�. To complete the defini-
tion, we take this product to be zero:

A
7

�n̂sca, n̂inc� � n̂inc � 0. (18)

Fig. 2. Scattering in the far-field zone.
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Equations �17� and �18� show that only four out of
nine components of the scattering dyad are indepen-
dent. It is therefore convenient to introduce the 2 
2 amplitude matrix S, which describes the transfor-
mation of the � and � components of the incident
plane wave into the � and � components of the scat-
tered spherical wave �Fig. 2�:

Esca�rn̂sca� �
r3 �

exp�ik1 r�
r

S�n̂sca, n̂inc�E0
inc, (19)

where E denotes a two-component column formed by
the � and � components of the electric vector. The
elements of the amplitude matrix have the dimension
of length and are expressed in terms of the scattering
dyad as follows:

S11 � �̂sca � A
7

� �̂inc, S12 � �̂sca � A
7

� �̂inc,

S21 � �̂sca � A
7

� �̂inc, S22 � �̂sca � A � �̂inc. (20)

The symmetry of the scattering process with respect
to an inversion of time leads to the following reciproc-
ity relations for the scattering dyad and the ampli-
tude matrix:

A
7

��n̂inc, �n̂sca� � A
7T�n̂sca, n̂inc�, (21)

S��n̂inc, �n̂sca�

� � S11�n̂sca, n̂inc� �S21�n̂sca, n̂inc�
�S12�n̂sca, n̂inc� S22�n̂sca, n̂inc� � , (22)

where T denotes the transpose of a dyad. Equations
�21� and �22� are valid provided that the permeability,
permittivity, and conductivity of the scattering object
are scalars or symmetric tensors.

D. Phase Matrix

The relationship between the coherency vectors of the
incident and the scattered light for scattering direc-
tions away from the incidence direction �r̂ � n̂inc� is
described by the 4  4 coherency phase matrix ZJ:

Jsca�rn̂sca� �
1
r2 ZJ�n̂sca, n̂inc�Jinc, (23)

where the coherency vectors of the incident plane
wave and the scattered spherical wave are defined as

Jinc �
1
2 �ε1

�0 �
E0�

incE0�
inc*

E0�
incE0�

inc*

E0�
incE0�

inc*

E0�
incE0�

inc*
� ,

Jsca�rn̂sca� �
1
r2

1
2 �ε1

�0 �
E1�

sca�n̂sca��E1�
sca�n̂sca�
*

E1�
sca�n̂sca��E1�

sca�n̂sca�
*
E1�

sca�n̂sca��E1�
sca�n̂sca�
*

E1�
sca�n̂sca��E1�

sca�n̂sca�
*
� ,

(24)

and the elements of ZJ�n̂sca, n̂inc� are quadratic com-
binations of the elements of the amplitude matrix
S�n̂sca, n̂inc�:

ZJ � �

S11
2 S11S12* S12S11* 
S12
2

S11S21* S11S22* S12S21* S12S22*
S21S11* S21S12* S22S11* S22S12*


S21
2 S21S22* S22S21* 
S22
2
� .

(25)

The corresponding scattering transformation law
in the Stokes vector representation is

Isca�rn̂sca� �
1
r2 Z�n̂sca, n̂inc�Iinc, (26)

where Iinc � DJinc and Isca � DJsca. The explicit
expressions for the elements of the Stokes phase ma-
trix in terms of the amplitude matrix elements follow
from Eq. �25� and the obvious formula

Z�n̂sca, n̂inc� � DZJ�n̂sca, n̂inc�D�1. (27)

E. Extinction Matrix

Let us now consider the special case of the exact
forward-scattering direction �r̂ � n̂inc�. The coher-
ency vector of the total field for r̂ close to n̂inc is
defined as

J�rr̂� �
1
2 �ε1

�0 �
E��rr̂��E��rr̂�
*
E��rr̂��E��rr̂�
*
E��rr̂��E��rr̂�
*
E��rr̂��E��rr̂�
*

� , (28)

where E�rr̂� � Einc�rr̂� � Esca�rr̂� is the total electric
field. Integrating J�rr̂� over the surface of a colli-
mated detector that faces the incident wave, for the
total polarized signal one can obtain

J�rn̂inc��S � Jinc�S � KJ�n̂inc�Jinc � O�r�2�, (29)

where �S is the surface area of the detector, and the
elements of the 4  4 coherency extinction matrix
KJ�n̂inc� are expressed in terms of the elements of the
forward-scattering amplitude matrix S�n̂inc, n̂inc� as
follows:

KJ �
i2	

k1

� �
S11* � S11 S12* �S12 0

S21* S22* � S11 0 �S12

�S21 0 S11* � S22 S12*
0 �S21 S21* S22* � S22

� .

(30)

In the Stokes vector representation,

I�rn̂inc��S � Iinc�S � K�n̂inc�Iinc � O�r�2�, (31)
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where I�rn̂inc� � DJ�rn̂inc�. Expressions for the ele-
ments of the 4  4 Stokes extinction matrix K�n̂inc�
follow from Eq. �30� and the formula

K�n̂inc� � DKJ�n̂inc�D�1. (32)

The reciprocity relation for the Stokes extinction ma-
trix reads

K��n̂inc� � �3�K�n̂inc�
T�3, (33)

where �3 � diag�1, 1, �1, 1
 and T denotes the trans-
pose of a matrix.

Equations �29� and �31� represent the most general
form of the optical theorem and show that the pres-
ence of the scattering particle changes not only the
total power of the electromagnetic radiation received
by the detector that faces the incident wave, but also,
perhaps, its state of polarization. The latter phe-
nomenon is called dichroism and results from differ-
ent attenuation rates for different polarization
components of the incident wave.

3. Multiple Scattering

A. Foldy–Lax Equations

Consider electromagnetic scattering by a fixed group
of N finite particles that collectively occupy the inte-
rior region VINT � �i�1

N Vi, where Vi is the �bounded�
volume occupied by the ith particle �Fig. 3�. The
volume integral equation �10� that describes the elec-
tric field everywhere in space now reads

E�r� � Einc�r� � �
R3

d3r�U�r��G
7

�r, r��

� E�r��, r � R3, (34)

where the integration is performed over the entire
space, the potential function U�r� is given by

U�r� � �
i�1

N

Ui�r�, r � R3, (35)

and Ui�r� is the ith particle potential function. The
latter is given by

Ui�r� �  0, r�Vi,
k1

2�mi
2�r� � 1
, r � Vi,

(36)

where mi�r� � k2i�r��k1 is the refractive index of par-
ticle i relative to that of the exterior. All the position
vectors originate at origin O of an arbitrarily chosen
laboratory coordinate system.

We now show that the total electric field every-
where in space can be expressed as

E�r� � Einc�r� � �
i�1

N

�
Vi

d3r�G
7

�r, r��

� �
Vi

d3r� T
7

i�r�, r�� � Ei�r��, r � R3, (37)

where the electric field Ei exciting particle i is given
by

Ei�r� � Einc�r� � �
j��i��1

N

Eij
exc�r�, (38a)

the Eij
exc are partial exciting fields given by

Eij
exc�r� � �

Vj

d3r�G
7

�r, r�� � �
Vj

d3r� T
7

j�r�, r��

� Ej�r��, r � Vi, (38b)

and T
7

i is the ith particle dyad transition operator
with respect to the laboratory coordinate system,
which satisfies the Lippmann–Schwinger equation

T
7

i�r, r�� � Ui�r���r � r�� I
7

� Ui�r� �
Vi

d3r�G
7

�r, r��

� T
7

i�r�, r��, r, r� � Vi. (39)

I first introduce the ith potential dyad centered at the
origin of the laboratory reference frame,

U
7

i�r, r�� � Ui�r���r � r�� I
7

, (40)

and rewrite Eqs. �34� and �37�–�39� in the following
operator form:

E � Einc � ĜÛE, (41)

E � Einc � �
i�1

N

ĜT̂iEi, (42)

Ei � Einc � �
j��i��1

N

ĜT̂jEj, (43)

T̂i � Ûi � ÛiĜT̂i, (44)

where

Û � �
i�1

N

Ûi, (45)

B̂E � � d3r�B
7

�r, r�� � E�r��. (46)

Fig. 3. Scattering by a fixed group of N finite particles.
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Equations �45� and �44� yield

ÛĜT̂i � ÛiĜT̂i � �
j��i��1

N

ÛjĜT̂i

� T̂i � Ûi � �
j��i��1

N

ÛjĜT̂i. (47)

Let us now evaluate the right-hand side of Eq. �41�.
Substituting sequentially Eqs. �42�, �47�, and �43� and
then again Eq. �42� gives24

Einc � ĜÛE � Einc � ĜÛ�Einc � �
i�1

N

ĜT̂iEi	
� Einc � ĜÛEinc � Ĝ �

i�1

N

� �T̂i � Ûi � �
j��i��1

N

ÛjĜT̂i	Ei

� �Einc � �
i�1

N

ĜT̂iEi	 � ĜÛEinc

� Ĝ �
i�1

N

Ûi �
j��i��1

N

ĜT̂jEj � Ĝ �
i�1

N

ÛiEi

� �Einc � �
i�1

N

ĜT̂iEi	 � ĜÛEinc

� Ĝ �
i�1

N

Ûi � �
j��i��1

N

ĜT̂jEj � Ei	
� Einc � �

i�1

N

ĜT̂iEi � ĜÛEinc

� Ĝ �
i�1

N

ÛiE
inc � E. (48)

Thus Eqs. �37� and �38� exactly reproduce the volume
integral equation �34�, which proves their correct-
ness.

Equations �37� and �38� are called the Foldy–Lax
equations.25,26 They directly follow from Maxwell’s
equations and describe the process of multiple scat-
tering by a fixed group of N particles. Indeed, Eq.
�37� expresses the total field everywhere in space in
terms of the vector sum of the incident field and the
partial fields generated by each particle in response
to the corresponding exciting fields, whereas Eqs.
�38a� and �38b� show that the field exciting each par-
ticle consists of the incident field and the fields gen-
erated by all the other particles. Importantly, T7i is
the dyad transition operator of particle i in the ab-
sence of all other particles �see Eqs. �13� and �39�
.

B. Far-Field Zone Approximation

I now assume that the distance between any two
particles in the group is much larger than the wave-
length and much larger than the particle sizes. This
means that each particle is located in the far-field
zones of all other particles, which allow for consider-
able simplification of the Foldy–Lax equations. In-
deed, according to Eqs. �12�, �15�, and �38b�, the

contribution of the jth particle to the field exciting the
ith particle in Eq. �38a� can now be represented as a
simple outgoing spherical wave centered at the origin
of particle j:

Eij
exc�r� � G�rj�E1ij�r̂j� � exp��ik1R̂ij � Ri�Eij

� exp�ik1R̂ij � r�, r � Vi, (49)

where

G�r� �
exp�ik1 r�

r
, (50)

Eij � G�Rij�E1ij�R̂ij�, Eij � R̂ij � 0,

r̂j � rj�rj, R̂ij � Rij�Rij,

rj � 
Rij � r � Ri
 �
Rij3 �

Rij � R̂ij � �r � Ri�, (51)

and the vectors r, rj, Ri, Rj, and Rij are shown in Fig.
4�a�. Note that we use a lowercase bold letter to
denote a vector ending at an observation point, an
uppercase bold letter to denote a vector ending at a
particle origin, and a caret above a vector to denote a
unit vector in the corresponding direction. Obvi-
ously, Eij is the partial exciting field at the origin of
the ith particle �i.e., at r � Ri� caused by the jth
particle. Thus, Eq. �38a� and approximation �49�
show that each particle is excited by the external field
and the superposition of locally plane waves from all
other particles with amplitudes exp��ik1R̂ij � Ri�Eij
and propagation directions R̂ij:

Ei�r� � E0
inc exp�ik1ŝ � r�

� �
j��i��1

N

exp��ik1R̂ij � Ri�Eij

� exp�ik1R̂ij � r�, r � Vi, (52)

where we have assumed that the external incident
field is a plane electromagnetic wave:

Einc�r� � E0
inc exp�ik1ŝ � r�, E0

inc � ŝ � 0. (53)

According to Eqs. �15� and �16�, the outgoing spher-
ical wave generated by the jth particle in response to
a plane-wave excitation of the form E exp�ik1n̂ � rj� is
given by G�rj�A

7
j�r̂j, n̂� � E, where rj originates at Oj

and A
7

j�r̂j, n̂� is the jth particle scattering dyad cen-
tered at Oj. To exploit this fact, we must rewrite
approximation �52� for particle j with respect to the
jth particle coordinate system centered at Oj; see Fig.
4�a�. Taking into account that r � rj � Rj yields

Ej�r� � Einc�Rj�exp�ik1ŝ � rj� � �
l��j��1

N

Ejl

� exp�ik1R̂jl � rj�, r � Vj. (54)
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The electric field at Oi generated in response to this
excitation is simply

G�Rij�

� � A
7

j�R̂ij, ŝ� � Einc�Rj� � �
l��j��1

N

A
7

j�R̂ij, R̂jl� � Ejl� .

(55)

Equating formula �55� with the right-hand side of
approximation �49� evaluated for r � Ri finally yields
a system of linear algebraic equations for determin-
ing the partial exciting fields Eij:

Eij � G�Rij�� A
7

j�R̂ij, ŝ� � Einc�Rj�

� �
l��j��1

N

A
7

j�R̂ij, R̂jl� � Ejl� ,

i, j � 1, . . . , N, j � i. (56)

This system is much simpler than the original system
of integral equations �38� and can be readily solved on
a computer provided that N is not too large.

After the system in Eq. �56� is solved, one can find
the electric field exciting each particle and the total

field. Indeed, for a point r� � Vi approximation �54�
gives

Ei�r�� � Einc�Ri�exp�ik1ŝ � ri�� � �
j��i��1

N

Eij

� exp�ik1R̂ij � ri��, r� � Vi (57)

�see Fig. 4�b�
, which is a vector superposition of plane
waves. Substituting ri� � 0 in approximation �57�
gives a simple formula for the exiting field at the
origin of particle i:

Ei�Ri� � Einc�Ri� � �
j��i��1

N

Eij. (58)

Finally, substituting approximation �57� into Eq. �37�
and recalling the mathematical form of the far-field
response of a particle to a plane-wave excitation, for
the total electric field we derive

E�r� � Einc�r� � �
i�1

N

G�ri� A
7

i�r̂i, ŝ� � Einc�Ri�

� �
i�1

N

G�ri� �
j��i��1

N

A
7

i�r̂i, R̂ij� � Eij, (59)

where observation point r, Fig. 4�b�, is assumed to be
in the far-field zone of any particle that forms the
group.

C. Twersky Approximation

Let us now rewrite Eqs. �59� and �56� in a more com-
pact form:

E � Einc � �
i�1

N

B
7

ri0 � Ei
inc � �

i�1

N

�
j��i��1

N

B
7

rij � Eij,

(60)

Eij � B
7

ij0 � Ej
inc � �

l��j��1

N

B
7

ijl � Ejl, (61)

where E � E�r�, Einc � Einc�r�, Ei
inc � Einc�Ri�,

B
7

ri0 � G�ri� A
7

i�r̂i, ŝ�, B
7

rij � G�ri� A
7

i�r̂i, R̂ij�,

B
7

ij0 � G�Rij� A
7

j�R̂ij, ŝ�, B
7

ijl � G�Rij� A
7

j�R̂ij, R̂jl�.
(62)

Iterating Eq. �61� yields

Eij � B
7

ij0 � Ej
inc � �

l�1
l�j

N

B
7

ijl � B
7

jl0 � El
inc

� �
l�1
l�j

N

�
m�1
m�l

N

B
7

ijl � B
7

jlm � B
7

lm0 � Em
inc � · · ·,

(63)

Fig. 4. Scattering by widely separated particles. The local ori-
gins Oi and Oj were chosen arbitrarily inside particles i and j,
respectively.
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whereas substituting Eq. �63� into Eq. �60� gives an
order-of-scattering expansion of the total electric
field:

E � Einc � �
i�1

N

B
7

ri0 � Ei
inc � �

i�1

N

�
j�1
j�i

N

B
7

rij � B
7

ij0 � Ej
inc

� �
i�1

N

�
j�1
j�i

N

�
l�1
l�j

N

B
7

rij � B
7

ijl � B
7

jl0 � El
inc

� �
i�1

N

�
j�1
j�i

N

�
l�1
l�j

N

�
m�1
m�l

N

B
7

rij � B
7

ijl � B
7

jlm

� B
7

lm0 � Em
inc � · · · (64)

�see Ref. 27�. Indeed, the first term on the right-
hand side of Eq. �64� is the incident field, the second
term is the sum of all single-scattering contributions,
the third term is the sum of all double-scattering
contributions, etc., as shown schematically in Fig. 5.

The terms with j � i and l � j in the triple sum-
mation on the right-hand side of Eq. �64� are ex-
cluded, but the terms with l � i are not. Therefore
we can decompose this summation as follows:

�
i�1

N

�
j�1
j�i

N

�
l�1
l�i
l�j

N

B
7

rij � B
7

ijl � B
7

jl0 � El
inc

� �
i�1

N

�
j�1
j�i

N

B
7

rij � B
7

iji � B
7

ji0 � Ei
inc. (65)

The triple summation in formula �65� is illustrated in
Fig. 5�d� and includes scattering paths that go
through a particle only once �so-called self-avoiding

paths�, whereas the double summation involves the
paths that go through the same particle more than
once, as shown schematically in Fig. 5�e�. Higher-
order summations in Eq. �64� can be decomposed sim-
ilarly.

Hence, the total field at an observation point r is
composed of the incident field and single- and
multiple-scattering contributions that can be divided
into two groups. The first group includes all the
terms that correspond to self-avoiding scattering
paths, Fig. 6�a�, whereas the second group includes
all the terms that correspond to the paths that go
through a scatterer more than once, Figs. 6�b�–6�e�.

The so-called Twersky approximation27 neglects
the terms that belong to the second group and retains
only the terms from the first group:

E � Einc � �
i�1

N

B
7

ri0 � Ei
inc

� �
i�1

N

�
j�1
j�i

N

B
7

rij � B
7

ij0 � Ej
inc

� �
i�1

N

�
j�1
j�i

N

�
l�1
l�i
l�j

N

B
7

rij � B
7

ijl � B
7

jl0 � El
inc

� �
i�1

N

�
j�1
j�i

N

�
l�1
l�i
l�j

N

�
m�1
m�i
m�j
m�l

N

B
7

rij � B
7

ijl � B
7

jlm � B
7

lm0

� Em
inc � · · ·. (66)

It is straightforward to show that, for a large N, the
Twersky approximation includes the majority of
multiple-scattering paths. Specifically, a term

Fig. 5. �a� Incident field, �b� single scattering, �c� double scatter-
ing, �d� triple scattering through a self-avoiding path, and �e� triple
scattering through a path that goes through particle i twice.

Fig. 6. �a� Self-avoiding scattering paths and �b�–�e� paths that
involve four scattering events and go through a particle more than
once.
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with L-nested summations with L � 2 on the right-
hand side of the exact expansion in Eq. �64� con-
tains N�N � 1�L�1 terms, whereas that in the
approximate expansion contains N!��N � L�! terms.
The ratio of the two numbers indeed tends to unity
as N 3 �, which suggests that one can expect the
Twersky approximation to yield rather accurate re-
sults provided that the number of particles is suf-
ficiently large.

It is convenient to represent order-of-scattering ex-
pansions of the electric field by use of the diagram
method. Panel �a� of Fig. 7 visualizes the full expan-
sion in Eq. �64�, whereas panel �b� illustrates the
Twersky approximation �66�. The symbol ŠO in
these diagrams represents the incident field, the
symbol O● denotes multiplying a field by a B

7
dyad,

and the dashed curve indicates that two scattering
events involve the same particle.

D. Statistical Averaging

Although Eqs. �56�, �58�, and �59� can, in principle,
be solved numerically provided that the positions
and amplitude matrices of all the particles are
known, the solution becomes increasingly time-
consuming and eventually impracticable with grow-
ing N. Furthermore, one is often interested in
electromagnetic scattering by a large group of ran-
domly positioned particles. Although the latter
can be studied by computing the scattered field for
many different fixed spatial configurations of par-
ticles and then taking the ensemble average, a more
efficient approach is for one to use methods of sta-
tistical electromagnetics. Specifically, it is conve-
nient to describe a large group of N arbitrarily
oriented particles randomly distributed throughout
a volume V by use of the probability density func-
tion p�R1, �1; . . . ; Ri, �i; . . . ; RN, �N�. The proba-
bility of finding the first particle in the volume
element d3R1 centered at R1 and with its state in
the region d�1 centered at �1, . . . , the ith particle in
the volume element d3Ri centered at Ri and with its
state in the region d�i centered at �i, . . . , and the
Nth particle in the volume element d3RN centered

at RN and with its state in the region d�N centered
at �N is given by

p�R1, �1; . . . ; Ri, �i; . . . ; RN, �N� �
i�1

N

d3Rid�i. (67)

The state of a particle can collectively indicate its
size, refractive index, shape, orientation, etc. The
probability density function is normalized to unity:

� p�R1, �1; . . . ; Ri, �i; . . . ; RN, �N� �
i�1

N

d3Rid�i � 1,

(68)

where the integration is performed over the entire
range of particle positions and states. The statisti-
cal average of a random function f depending on all N
particles is given by

� f� � � f �R1, �1; . . . ; Ri, �i; . . . ; RN, �N�

� p�R1, �1; . . . ; Ri, �i; . . . ; RN, �N� �
i�1

N

d3Rid�i.

(69)

If the position and state of each particle are inde-
pendent of those of all other particles then

p�R1, �1; . . . ; Ri, �i; . . . ; RN, �N� � �
i�1

N

pi�Ri, �i�.

(70)

This is a good approximation when particles are
sparsely distributed so that the finite size of the par-
ticles can be neglected. In this case the effect of size
appears only in the particle scattering characteris-
tics. If, furthermore, the state of each particle is
independent of its position, then

pi�Ri, �i� � pRi�Ri�p�i��i�. (71)

Finally, assuming that all particles have the same
statistical characteristics, we have

pi�Ri, �i� � p�Ri, �i� � pR�Ri�p���i�, (72)

� pR�R�d3R � 1, � p����d� � 1. (73)

The interpretation of the probability density func-
tion pR�R� is simple:

pR�R�d3R � probability of finding a particle

within volume d3R centered at R

�
number of particles within d3R

total number of particles

�
n0�R�d3R

N
, (74)

Fig. 7. Diagrammatic representations of �a� Eq. �64� and �b� ap-
proximation �66�.
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where n0�R� is the local particle number density de-
fined as the number of particles per unit volume in
the vicinity of R. Thus

pR�R� � n0�R��N. (75)

If the spatial distribution of the N particles through-
out volume V is statistically uniform then

n0�R� � n0 � N�V, pR�R� � 1�V. (76)

E. Coherent Field

Let us consider the electric field E�r� at a point r in a
medium composed of a large number N of randomly
distributed particles. In general, E�r� is a random
function of r and of the time-dependent coordinates
and states of the particles and can be decomposed
into the average �or coherent� field Ec�r� and the fluc-
tuating field Ef �r�:

E�r� � Ec�r� � Ef�r�, Ec�r� � �E�r��, �Ef�r�� � 0.
(77)

The statistical averaging is performed over physically
realizable coordinates and states of all the particles.
Assuming that the particles are sparsely distributed
and have the same statistical characteristics, from
approximation �66� and Eqs. �62�, �70�, and �72� we
have

Ec � Einc � �
i�1

N

� � A
7

�r̂i, ŝ�� � Ei
incG�ri�pR�Ri�d

3Ri

� �
i�1

N

�
j�1
j�i

N

� � A
7

�r̂i, R̂ij�� � � A
7

�R̂ij, ŝ��

� Ej
incG�ri�G�Rij�pR�Ri�pR�Rj�d

3Rid
3Rj � · · ·,

(78)

where �A
7

�m̂, n̂�� is the average of the scattering dyad
over the particle states. Finally, recalling Eq. �75�,
in the limit N 3 � we obtain

Ec � Einc �
N
N � � A

7
�r̂i, ŝ�� � Ei

incG�ri�n0�Ri�d
3Ri

�
N�N � 1�

N 2 � � A
7

�r̂i, R̂ij�� � � A
7

�R̂ij, ŝ��

� Ej
incG�ri�G�Rij�n0�Ri�n0�Rj�d

3Rid
3Rj

� · · · (79a)

�
N3 �

Einc � � � A
7

�r̂i, ŝ�� � Ei
incG�ri�n0�Ri�d

3Ri

� � �A�r̂i, R̂ij�� � � A
7

�R̂ij, ŝ��

� Ej
incG�ri�G�Rij�n0�Ri�n0�Rj�d

3Rid
3Rj � · · ·,

(79b)

where we have replaced all factors �N � n�!�N! by Nn.
This is the general vector form of the expansion de-
rived by Twersky27 for scalar waves.

I now use Eqs. �79� to compute the coherent field at
an observation point inside a discrete random me-
dium that occupies a large volume V and is illumi-
nated by a plane electromagnetic wave incident in
direction ŝ. For simplicity, we assume that the par-
ticles are distributed uniformly throughout the vol-
ume so that n0�R� � n0 and that the medium has a
concave boundary. The latter assumption ensures
that all the points of a straight line that connects any
two points of the medium lie inside the medium. It
is convenient for our purposes to introduce an s axis
parallel to the incidence direction and going through
the observation point. This axis enters volume V at
point A such that s�A� � 0 and exits it at point B �Fig.
8�. Let us denote the first integral in Eq. �79b� as I1.
From Ri � r � R i, we have

I1 � n0 �
V

d3R i exp�ik1ŝ � R i�

�
exp�ik1 Ri �

Ri 
� A
7

��R̂ i, ŝ�� � Einc�r�. (80)

The observation point is assumed to be in the far-field
zone of any particle, which means that k1Ri �� 1.
In Eq. �80� we can, therefore, use the asymptotic
expansion of a plane wave in spherical waves28:

exp�ik1ŝ � R i� �
k1R i3 �

i2	

k1 R i
���ŝ � R̂�i�exp��ik1 R i�

� ��ŝ � R̂�i�exp�ik1 R i�
. (81)

To evaluate the integral in Eq. �80�, we use a spher-
ical coordinate system with origin at the observation

Fig. 8. Geometry showing the quantities used in the derivation of
Eq. �86�.
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point and with the z axis directed along the s axis.
We thus have

I1 �
i2	n0

k1 �
4	

dR̂�i � dR i� A
7

��R̂�i, ŝ��

� Einc�r����ŝ � R̂�i� � ��ŝ � R̂�i�exp�2ik1 R i�


�
i2	n0

k1
s�r�� A

7
�ŝ, ŝ�� � Einc�r�, (82)

where we have taken into account that s�r� �� 1�k1.
Consider now the second integral in Eq. �79b� and

denote it I2. Since Rj � r � R i � Rji, we have

I2 � n0
2 � dR iR i

2G�R i� �
4	

dR̂ i � dRjiRji
2G�Rji�

� �
4	

dR̂ji� A
7

��R̂ i, �R̂ji�� � � A
7

��R̂ji, ŝ�� � Ej
inc,

(83)

where

Ej
inc � exp�ik1ŝ � Rj�E0

inc � exp�ik1ŝ � R i�

� exp�ik1ŝ � Rji�Einc�r�

� �i2	

k1
	2 1

R i
���ŝ � R̂ i�exp��ik1 R i�

� ��ŝ � R̂ i�exp�ik1 R i�


�
1

Rji
���ŝ � R̂ji�exp��ik1 Rji�

� ��ŝ � R̂ji�exp�ik1 Rji�
Einc�r�. (84)

It is thus clear that only particles with origins on the
s axis contribute to I2. Substituting Eq. �84� into Eq.
�83� yields

I2 �
1
2 �i2	n0

k1
s�r��2

� A
7

�ŝ, ŝ�� � � A
7

�ŝ, ŝ�� � Einc�r�.

(85)

The remaining integrals in Eq. �79b� are evaluated
analogously. The final result is

Ec�r� � exp�i2	n0

k1
s�r�� A

7
�ŝ, ŝ��� � Einc�r�, (86)

where the dyadic exponent is defined as exp�B
7

�

� I
7

� B
7

� (1�2!) B
7

� B
7

� (1�3!)B
7

� B
7

� B
7

� · · ·. Since r � rA � s�r�ŝ �Fig. 8�, we have

Ec�r� � exp�i !
7

�ŝ�s�r�
 � Einc�rA�

� "
7

�ŝ, s�r�
 � Einc�rA�, (87)

where

!
7

�ŝ� � k1 I
7

�
2	n0

k1
� A
7

�ŝ, ŝ�� (88)

is the dyadic propagation constant for the propaga-
tion direction ŝ and

"
7

�ŝ, s� � exp�i !
7

�ŝ�s
 (89)

is the coherent transmission dyad. This is the gen-
eral vector form of the Foldy approximation for the
coherent field.25 Tsang and Kong21 derived it using
a different approach. Another form of Eq. �87� is

dEc�r�

ds
� i !
7

�ŝ� � Ec�r�. (90)

The coherent field also satisfies the vector Helmholtz
equation

�2Ec�r� � k1
2 ε7�ŝ� � Ec�r� � 0, (91)

where ε7�ŝ� � I
7

� 4	n0k1
�2� A
7

�ŝ, ŝ�� is the effec-
tive dyadic dielectric constant.

These results have several important implications.
First, they show that the coherent field is a wave that
propagates in the direction of incident field ŝ. Sec-
ond, since the products �A

7
�ŝ, ŝ�� � E0

inc, �A
7

�ŝ, ŝ�� �

�A
7

�ŝ, ŝ�� � E0
inc, etc. always give electric vectors per-

pendicular to ŝ, the coherent wave is transverse:
Ec�r� � ŝ � 0. Third, Eq. �88� generalizes the optical
theorem to the case of many scatterers by expressing
the dyadic propagation constant in terms of the
forward-scattering amplitude matrix averaged over
the particle ensemble.

We can exploit the transverse character of the co-
herent wave to rewrite the above equations in a sim-
pler matrix form. As in Section 2, we characterize the
direction of propagation ŝ at observation point r using
the corresponding polar and azimuth angles in the
local coordinate system centered at the observation
point and having the same spatial orientation as the
laboratory coordinate system �x, y, z� �Fig. 8�. Then
the electric vector of the transverse coherent wave can
be written as the vector sum of the corresponding � and
� components: Ec�r� � Ec��r��̂ � Ec��r��̂. Denoting
the two-component electric column vector of the coher-
ent field as Ec�r�, instead of Eq. �90� we have

dEc�r�

ds
� ik�ŝ�Ec�r�, (92)

where k�ŝ� is the 2  2 matrix propagation constant
with elements

k11�ŝ� � �̂�ŝ� � !
7

�ŝ� � �̂�ŝ�,

k12�ŝ� � �̂�ŝ� � !
7

�ŝ� � �̂�ŝ�,

k21�ŝ� � �̂�ŝ� � !
7

�ŝ� � �̂�ŝ�,

k22�ŝ� � �̂�ŝ� � !
7

�ŝ� � �̂�ŝ�. (93)
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Obviously,

k�ŝ� � k1diag�1, 1
 �
2	n0

k1
�S�ŝ, ŝ��, (94)

where �S�ŝ, ŝ�� is the forward-scattering amplitude
matrix averaged over the particle states.

The fact that the propagation of the coherent field
is controlled by the forward-scattering amplitude ma-
trix is not surprising. Indeed, the fluctuating com-
ponent of the total field is the vector sum of the
partial fields generated by different particles. Ran-
dom movements of the particles involve large phase
shifts in the partial fields, thereby causing the fluc-
tuating field to disappear when it is averaged over
particle positions. The exact forward-scattering di-
rection is different because, in any plane parallel to
the incident wave front, the phase of the partial wave
forward scattered by a particle in response to the
incident wave does not depend on the particle posi-
tion. Therefore, the interference of the incident
wave and the forward-scattered partial wave is al-
ways the same regardless of the precise position of
the particle inside the medium, and the result of the
interference does not vanish after statistical averag-
ing over all particle positions.

It is often convenient to rewrite Eq. �92� in the form

Ec�s� � h�ŝ, s� �Ec�0�,    (95)

where

h�ŝ, s� � exp�ik�ŝ�s
 (96)

is the coherent transmission amplitude matrix.
From the reciprocity relations �21� and �22�, we easily
derive the following reciprocity relations for the co-
herent transmission dyad and the coherent transmis-
sion amplitude matrix:

"
7

��ŝ, s� � � "
7

�ŝ, s�
T, (97)

h��ŝ, s� � diag�1, �1
�h�ŝ, s�
Tdiag�1, �1
. (98)

F. Transfer Equation for the Coherent Field

We will now switch to quantities that have the di-
mension of monochromatic energy flux and can thus
be measured by an optical device. We first define
the coherency column vector of the coherent field ac-
cording to

Jc �
1
2 �ε1

�0 �
Ec�Ec�*
Ec�Ec�*
Ec�Ec�*
Ec�Ec�*

� (99)

and easily derive from Eqs. �92� and �94� the following
transfer equation:

dJc�r�

ds
� �n0�KJ�ŝ��Jc�r�, (100)

where KJ is the coherency extinction matrix given by
Eq. �30�. The Stokes vector representation of this

equation is obtained by use of the definition Ic � DJc
and Eq. �32�:

dIc�r�

ds
� �n0�K�ŝ��Ic�r�, (101)

where K is the Stokes extinction matrix. Both Jc
and Ic have the dimension of monochromatic energy
flux. The formal solution of Eq. �101� can be written
in the form

Ic�r� � H�ŝ, s�r�
Ic�rA�, (102)

where

H�ŝ, s� � exp��n0�K�ŝ��s
 (103)

is the coherent transmission Stokes matrix. In view
of Eq. �33�, H obeys the following reciprocity relation:

H��ŝ, s� � �3�H�ŝ, s�
T�3. (104)

The interpretation of Eq. �102� is most transparent
when the average extinction matrix is diagonal:
�K�ŝ�� � Cextdiag�1, 1, 1, 1
, where Cext is the
ensemble-averaged extinction cross section per par-
ticle. This happens, for example, when the particles
are spherically symmetric and are made of an opti-
cally isotropic material. In this case Eq. �102� be-
comes

Ic�r� � exp��n0 Cexts�r�
Ic�rA�

� exp��#exts�r�
Ic�rA�, (105)

which means that the Stokes parameters of the co-
herent wave are exponentially attenuated as the
wave travels through the discrete random medium.
The attenuation rates for all four Stokes parameters
are the same, which means that the polarization
state of the wave does not change. Equation �105� is
the standard Beer’s law, in which #ext � n0Cext �
n0�Csca � Cabs� is the attenuation �or extinction� co-
efficient, Csca is the scattering cross section, and Cabs
is the absorption cross section. The attenuation is a
combined result of scattering of the coherent field by
particles in all directions and, possibly, absorption
inside the particles and is an inalienable property of
all the scattering media, even those composed of non-
absorbing particles with Cabs � 0.

In general, the extinction matrix is not diagonal
and can explicitly depend on the propagation direc-
tion. This occurs, for example, when the scattering
medium is composed of nonrandomly oriented non-
spherical particles. Then the coherent transmission
matrix H in Eq. �103� can also have nonzero off-
diagonal elements, thereby yielding different atten-
uation rates for different Stokes parameters and
causing a change in the polarization state of the co-
herent wave as it propagates through the medium.

G. Dyadic Correlation Function

An important statistical characteristic of the
multiple-scattering process is the so-called dyadic
correlation function. It involves the total electric
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fields at two points inside the medium and is defined
as the ensemble average of the dyadic product E�r� R
E*�r��. Obviously, the dyadic correlation function
has the dimension of monochromatic energy flux.

Recalling the Twersky approximation �66� and Fig.
7�b�, we conclude that the dyadic correlation function
can be represented diagrammatically by Fig. 9. To
classify different terms that enter the expanded ex-
pression inside the angular brackets on the right-
hand side of this equation, we use the notation
illustrated in Fig. 10�a�. In this particular case, the
upper and the lower scattering paths go through dif-
ferent particles. However, the two paths can involve
one or more common particles, as shown in panels
�b�–�d� by use of the dashed connectors. Further-
more, if the number of common particles is two or
more, they can enter the upper and lower paths in the
same order, as in panel �c�, or in the reverse order, as
in panel �d�. Panel �e� shows a mixed diagram in
which two common particles appear in the same or-
der and two other common particles appear in reverse
order. By nature of the Twersky approximation,
neither the upper path nor the lower path can go
through a particle more than once. Therefore, no
particle can be the origin of more than one connector.

To sum and average all the diagrams that enter the
expanded expression for the dyadic correlation func-
tion in Fig. 9 is a difficult problem that I will not try
to attack. Instead, I will neglect all the diagrams
with crossing connectors and will work with a trun-
cated expansion that includes only the diagrams with
vertical or no connectors. This approximation will
allow us to sum and average large groups of diagrams

independently and eventually derive the RTE. The
consequences of neglecting the diagrams with cross-
ing connectors will be discussed in Section 4.

Let us begin with diagrams that have no connec-
tors. Since these diagrams do not involve common
particles, the ensemble averaging of the upper and
lower paths can be performed independently. Con-
sider first the sum of the diagrams shown in Fig.
11�a�, in which the ¥ indicates both the summation
over all appropriate particles and the statistical av-
eraging over the particle states and positions. Ac-
cording to Subsection 3.E, summing the upper paths
yields the coherent field at r1. This result can be
represented by the diagram shown in Fig. 11�b�, in
which the d denotes the coherent field. Similarly,
summing the upper paths of the diagram shown in
panel �c� gives, in the limit N3 �, the diagram shown
in panel �d�. Indeed, since one particle is already
reserved for the lower path, the number of particles
that contribute to the upper paths in panel �c� is N �
1. However, the difference between the sum of the
upper paths in panel �c� and the coherent field at r1
vanishes as N tends to infinity. We can continue
this process and eventually conclude that the total
contribution of the diagrams with no connectors is
given by the sum of the diagrams shown in panel �e�.
It is now clear that the final result can be represented
by the diagram in panel �f �, which means that the
contribution of all the diagrams with no connectors to
the dyadic correlation function is simply the dyadic
product of the coherent fields at points r and r�: Ec�r�
R Ec*�r��.

All other diagrams that contribute to the dyadic
correlation function have at least one vertical connec-
tor, as shown in Fig. 12�a�. That part of the diagram

Fig. 9. Twersky representation of the dyadic correlation function.

Fig. 10. Classification of terms that enter the Twersky expansion
of the dyadic correlation function.

Fig. 11. Calculation of the total contribution of diagrams with no
connectors.
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on the right-hand side of the rightmost connector will
be called the tail, whereas the box represents collec-
tively that part of the diagram on the left-hand side of
the rightmost connector and can, in principle, be
empty. The rightmost common particle and the box
form the body of the diagram.

Let us first consider the group of diagrams with the
same body but with different tails, as shown in Fig.
12�b�. We can repeat the derivation of Subsection 3.E
and verify that, in the limit N3 �, the sum of all the
diagrams in Fig. 13�a� gives the diagram shown in Fig.
13�c�. Indeed, let particle q be the rightmost con-
nected particle and particle p be the rightmost particle
on the left-hand side of particle q in the upper scatter-
ing paths of the diagrams shown in Fig. 13�a�. The
electric field created by particle q at the origin of par-
ticle p is represented by the sum of the diagrams on the
left-hand side of Fig. 13�b� or, in expanded form, by

G�Rpq� A
7

�R̂pq, ŝ� � Eq
inc

�
N � n

N
n0 G�Rpq� � G�Rqi� A

7
�R̂pq, R̂qi�

� � A
7

�R̂qi, ŝ�� � Ei
incd3Ri

�
�N � n��N � n � 1�

N 2 n0
2G�Rpq�

� � G�Rqi� A
7

�R̂pq, R̂qi� � � A
7

�R̂qi, R̂ij��

� � A
7

�R̂ij, ŝ�� � Ej
incd3Rid

3Rj

� · · · �
N3 �

G�Rpq� A
7

�R̂pq, ŝ� � Ec�Rq�,

where n is the number of particles in the common body
of the diagrams. The right-hand side of this equation
was derived under the assumption that N is so large
that all the factors of the type �N � n�!��N � n � k�! can
be replaced by Nk. This result is summarized by the
right-hand side of Fig. 13�b�. Analogously, the sum of
the diagrams in Fig. 13�d� is given by the diagram in
Fig. 13�e�, and so on. We can now sum up all the
diagrams in Fig. 13�f � and obtain the diagram shown
in Fig. 12�c�. Thus the collective contribution to the
dyadic correlation function of all the diagrams with the
same body and all possible tails is equivalent to the
contribution of a single diagram formed by the body
alone, provided that the rightmost common particle is
excited by the coherent field rather than by the exter-
nal incident field. This important result allows us to
cut off all the tails and consider only truncated dia-
grams of the type shown in Fig. 12�c�.

Thus the dyadic correlation function is equal to
Ec�r� R Ec*�r�� plus the statistical average of the sum
of all connected diagrams of the type illustrated by
panels �a�–�c� of Fig. 14. The symbols . . . in these
diagrams denote all possible combinations of uncon-
nected particles. Let us, for example, consider the
statistical average of the sum of all the diagrams of
the kind shown in panel �c� with the same fixed
shaded part. We thus must evaluate the left-hand
side of the equation shown in panel �d�, where, as
before, the ¥ indicates both the summation over all
appropriate particles and the statistical averaging
over the particle states and positions. Let particle r
be the rightmost particle on the left-hand side of par-
ticle p in the upper scattering paths of the diagrams
on the left-hand side of panel �d� and u be the leftmost
particle on the right-hand side of particle q. The
electric field created by particle p at the origin of
particle r by all the diagrams shown on the left-hand
side of panel �d� is given by the left-hand side of the
equation shown diagrammatically in panel �e� and
can be written in expanded form as

Er � G�Rrp�G�Rpq� A
7

p�R̂rp, R̂pq� � A
7

q�R̂pq, R̂qu� � Eq

� �
i

G�Rrp��G�Rpi�G�Riq� A
7

p�R̂rp, R̂pi�

� A
7

i�R̂pi, R̂iq� � A
7

q�R̂iq, R̂qu�� � Eq

� �
ij

G�Rrp��G�Rpi�G�Rij�G�Rjq� A
7

p�R̂rp, R̂pi�

� A
7

i�R̂pi, R̂ij� � A
7

j�R̂ij, R̂jq� � A
7

q�R̂jq, R̂qu��

� Eq � · · ·, (106)

Fig. 12. Diagrams with one or more vertical connectors.

Fig. 13. Summation of the tails.
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where Eq is the field at the origin of particle q created
by particle u and the summations and integrations
are performed over all appropriate unconnected par-
ticles �see Fig. 15�. In the limit N 3 �, Eq. �106�
takes the form

Er � G�Rrp�G�Rpq� A
7

p�R̂rp, R̂pq� � A
7

q�R̂pq, R̂qu� � Eq

� n0 G�Rrp� �
V

d3Ri G�Rpi�G�Riq� A
7

p�R̂rp, R̂pi�

� � A
7

�R̂pi, R̂iq�� � A
7

q�R̂iq, R̂qu� � Eq

� n0
2G�Rrp� �

V

d3Rid
3Rj G�Rpi�G�Rij�G�Rjq�

� A
7

p�R̂rp, R̂pi� � � A
7

�R̂pi, R̂ij��

� � A
7

�R̂ij, R̂jq�� � A
7

q�R̂jq, R̂qu� � Eq

� · · ·. (107)

Let us consider the first integral of Eq. �107� and
denote it I1. Since the factor exp�ik1�Rpi � Riq�
 is a
rapidly oscillating function of Ri, the contribution of
a major part of V to I1 can be expected to zero out.
The only exception is the small region around the
straight line that connects particles q and p, where
exp�ik1�Rpi � Riq�
 is almost constant. Therefore,
we can evaluate I1 using the method of stationary
phase �see, e.g., Appendix 14B of Ref. 20�. By use of

the laboratory coordinate system with the origin at O,
as shown in Fig. 15, I1 can be rewritten in the form

I1 � n0 G�Rrp� �
��

��

dxi �
��

��

dyi � dzi

�
exp�ik1�Rpi � Riq�


RpiRiq
A
7

p�R̂rp, R̂pi�

� � A
7

�R̂pi, R̂iq�� � A
7

q�R̂iq, R̂qu� � Eq, (108)

where we have set infinite integration limits for xi
and yi owing to the fact that only a small part of V
contributes to I1. The integral over zi can be subdi-
vided into three integrals covering the regions with
zi $ zq, zq $ zi $ zp, and zp $ zi. The first and third
integrals involve rapidly oscillating functions of zi
and vanish, so that only the interval zq $ zi $ zp gives
a nonzero contribution. We can now use Eq. �14–53�
of Ref. 20 to derive

I1 � G�Rrp�
exp�ik1 Rpq�

Rpq

i2	n0 Rpq

k1
A
7

p�R̂rp, R̂pq�

� � A
7

�R̂pq, R̂pq�� � A
7

q�R̂pq, R̂qu� � Eq. (109)

The other integrals on the right-hand side of Eq.
�107� are computed analogously. The final result is

Er � G�Rrp� A
7

p�R̂rp, R̂pq� �
"
7

�R̂pq, Rpq�

Rpq

� A
7

q�R̂pq, R̂qu� � Eq, (110)

where the coherent transmission dyad "
7 is given by

Eq. �89�. This equation is similar to Eq. �87� for the
coherent field and describes the coherent propagation

Fig. 14. Derivation of the ladder approximation for the dyadic
correlation function.

Fig. 15. Calculation of the integrals in Eq. �107�.
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of the wave scattered by particle q toward particle p
through the scattering medium. The presence of
other particles on the line of sight causes attenuation
and, potentially, a change in polarization state of the
wave. The obvious difference from Eq. �87� is the
factor 1�Rpq, which is a reminder that the wave scat-
tered by a particle is spherical, whereas the coherent
field is a plane wave.

Equation �110� can be summarized by the diagram
on the right-hand side of Fig. 14�e�. The double line
rather than a single line indicates that the scalar
factor exp�ik1Rpq
�Rpq has been replaced by the dy-

adic factor exp�i !
7

�R̂pq�Rpq
�Rpq. It is now clear
that the total contribution of all the diagrams with
three fixed common particles t, q, and p to the dyadic
correlation function can be represented by the dia-
gram in Fig. 14�f � or, in expanded form, by the for-
mula

� "
7

�R̂1p, R1p�

R1p
� A
7

p�R̂1p, R̂pq�

�
"
7

�R̂pq, Rpq�

Rpq
� A
7

q�R̂pq, R̂qt�

�
"
7

�R̂qt, Rqt�

Rqt
� A
7

t�R̂qt, ŝ� � Ec�Rt��
� � "
7

�R̂2p, R2p�

R2p
� A
7

p�R̂2p, R̂pq�

�
"
7

�R̂pq, Rpq�

Rpq
� A
7

q�R̂pq, R̂qt�

�
"
7

�R̂qt, Rqt�

Rqt
� A
7

t�R̂qt, ŝ� � Ec�Rt��*,

where subscripts 1 and 2 refer to observation points
r1 and r2, respectively.

After we have neglected all the diagrams with
crossing connectors, computed the contribution of all
the diagrams with no connectors, and figured out how
to calculate the contributions from various diagrams
with one or more vertical connectors, we are perfectly
positioned to complete the derivation of the dyadic
correlation function. The final result is shown in
Fig. 16, where the ¥ has its usual meaning. Owing
to their appearance, the diagrams on the right-hand
side of this equation are called ladder diagrams.
Therefore, this entire formula can be called the lad-
der approximation for the dyadic correlation func-
tion.

H. Integral Equation for the Specific Coherency Dyad

The coherency dyad C
7

�r� is defined as C
7

�r� � �E�r�
R E*�r��. The expanded form of the ladder approx-

imation for the coherency dyad follows from Figs. 16
and 17:

C
7

�r� � C
7

c�r� � n0 � d3R1d�1

"
7

�r̂1, r1�

r1
� A
7

1�r̂1, ŝ�

� C
7

c�R1� � A
7

1
T*�r̂1, ŝ� �

"
7T*�r̂1, r1�

r1

� n0
2 � d3R1d�1 � d3R2d�2

"
7

�r̂1, r1�

r1

� A
7

1�r̂1, R̂12� �
"
7

�R̂12, R12�

R12
� A
7

2�R̂12, ŝ�

� C
7

c�R2� � A
7

2
T*�R̂12, ŝ� �

"
7T*�R̂12, R12�

R12

� A
7

1
T*�r̂1, R̂12� �

"
7T*�r̂1, r1�

r1
� · · ·, (111)

where C
7

c�r� � Ec�r� R Ec*�r� is the coherent part of
the coherency dyad, and we have taken into account

Fig. 16. Ladder approximation for the dyadic correlation func-
tion.

Fig. 17. Geometry showing the quantities used in Eq. �111�.
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that �B
7

� E� R �B
7

* � E*� � B
7

� �E R E*� � B
7T* and

�B
7

� D
7

�T � D
7T � B

7T.
It is convenient to integrate over all positions of

particle 1 by use of a local coordinate system with its
origin at the observation point, integrate over all po-
sitions of particle 2 by use of a local coordinate system
with its origin at the origin of particle 1, etc. Using
the notation introduced in Fig. 17 and taking into
account that d3p � r1

2dpdp̂, d3R21 � R12
2dR21dR̂ 

21,
and so on, from Eq. �111� we get

C
7

�r� � �
4	

dp̂ %
7

�r, �p̂�, (112)

where %
7

�r, �p̂� is the so-called specific coherency
dyad defined by

%
7

�r, �p̂� � ��p̂ � ŝ� C
7

c�r�

� n0 � dpd�1 "
7

��p̂, p� � A
7

1��p̂, ŝ�

� C
7

c�r � p� � A
7

1
T*��p̂, ŝ�

� "
7T*��p̂, p� � n0

2 � dpd�1

� � dR21dR̂ 
21d�2 "

7
��p̂, p�

� A
7

1��p̂, �R̂ 
21� � "

7
��R̂21, R21�

� A
7

2��R̂ 
21, ŝ� � C

7
c�r � p � R21�

� A
7

2
T*��R̂21, ŝ� � "

7T*��R̂21, R21�

� A
7

1
T*��p̂, �R̂21� � "

7T*��p̂, p� � · · ·.
(113)

Note that p ranges from zero at the observation point to
the corresponding value at the point where the straight
line in the p̂ direction crosses the boundary of the me-
dium �point C in Fig. 17�, R21 ranges from zero at the
origin of particle 1 to the corresponding value at point C1,
etc. Importantly, the specific coherency dyad has the
dimension of specific intensity �Wm�2 sr�1� rather than
that of monochromatic energy flux �Wm�2�.

It can be easily verified that %
7

satisfies the follow-
ing integral equation:

%
7

�r, �p̂� � ��p̂ � ŝ� C
7

c�r�

� n0 � dpd�dp̂ � "
7

��p̂, p�

� A
7

��p̂, �p̂ �� � %
7

�r � p, �p̂ ��

� A
7T*��p̂, �p̂ �� � "

7T*��p̂, p�. (114)

Indeed, using ��p̂ � ŝ�C
7

c�r� as an initial approxima-
tion for %

7
�r, �p̂�, we can substitute it into the inte-

gral on the right-hand side of Eq. �114� and obtain an
improved approximation. By continuing this itera-
tive process, we arrive at Eq. �113�, which is simply
the Neumann order-of-scattering expansion of the
specific coherency dyad with the coherent field serv-
ing as the source of multiple scattering.

The interpretation of Eq. �114� is transparent:
the specific coherency dyad for direction �p̂ at point
r consists of a coherent part and an incoherent part.
The latter is a cumulative contribution of all particles
located along the straight line in the p̂ direction and
scattering radiation coming from all directions �p̂ �
into direction �p̂.

I. Radiative Transfer Equation for the Specific
Coherency Dyad

To derive the differential form of Eq. �114�, we intro-
duce a q axis as shown in Fig. 18. This axis origi-
nates at point C and goes through the observation
point in the direction of the unit vector q̂ � �p̂ �see
Fig. 17�. We can now rewrite Eq. �114� as

%
7

�Q, q̂� � ��q̂ � ŝ� C
7

c�Q�

� n0 �
0

Q

dq � d� �
4	

dq̂ "
7

�q, Q � q�

� A
7

�q̂, q̂ �� � %
7

�q, q̂��

� A
7T*�q̂, q̂�� � "

7T*�q̂, Q � q�. (115)

The diffuse specific coherency dyad is defined as
the difference between the full specific coherency
dyad and its coherent component: %

7
d�Q, q̂��%

7
�Q,

q̂� � ��q̂ � ŝ�C
7

c�Q�. The integral equation for

%
7

d�Q, q̂� follows from Eq. �115�:

%
7

d�Q, q̂� � n0 �
0

Q

dq � d� "
7

�q̂, Q � q�

� A
7

�q̂, ŝ� C
7

c�q�

� A
7T*�q̂, ŝ� � "

7T*�q̂, Q � q�

� n0 �
0

Q

dq � d� �
4	

dq̂� "
7

�q̂, Q � q�

� A
7

�q̂, q̂�� � %
7

d�q, q̂��

� A
7T*�q̂, q̂�� � "

7T*�q̂, Q � q�. (116)
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Differentiating both sides of Eq. �116� using the Leib-
nitz rule finally yields

d %
7

d�Q, q̂�

dQ
� i !
7

�q̂� � %
7

d�Q, q̂�

� i %
7

d�Q, q̂� � !
7T*�q̂�

� n0 � d� �
4	

dq̂� A
7

�q̂, q̂��

� %
7

d�Q, q̂�� � A
7T*�q̂, q̂��

� n0 � d� A
7

�q̂, ŝ� � C
7

c�Q�

� A
7T*�q̂, ŝ�. (117)

For further use, it is more convenient to rewrite Eq.
�117� in the following form:

d %
7

d�r, q̂�

dq
� i !
7

�q̂� � %
7

d�r, q̂� � i %
7

d�r, q̂� � !
7T*�q̂�

� n0 � d� �
4	

dq̂� A
7

�q̂, q̂�� � %
7

d�r, q̂��

� A
7T*�q̂, q̂�� � n0 � d� A

7
�q̂, ŝ�

� C
7

c�r� � A
7T*�q̂, ŝ�, (118)

where %
7

d�r, q̂� � %
7

�r, q̂� � ��q̂ � ŝ�C
7

c�r� and the
path-length element dq is measured along the unit
vector q̂. Equation �118� is the integrodifferential
RTE for the diffuse specific coherency dyad.

J. Radiative Transfer Equation for the Specific Intensity
Vector

It follows from Eq. �116� that q̂ � %
7

d�r, q̂� � %
7

d�r, q̂�
� q̂ � 0. This allows us to introduce the 2  2 diffuse
specific coherency matrix �̃d using the local coordi-
nate system with its origin at the observation point
and orientation identical to that of the laboratory
coordinate system:

We can then rewrite Eq. �118� in the form of the RTE
for the diffuse specific coherency matrix:

d�̃d�r, q̂�

dq
� ik�q̂��̃d�r, q̂� � i�̃d�r, q̂�kT*�q̂�

� n0 � d� �
4	

dq̂�S�q̂, q̂���̃d�r, q̂��ST*�q̂, q̂��

� n0 � d�S�q̂, ŝ��c�r�ST*�q̂, ŝ�, (120)

where S is the amplitude matrix, k is the matrix
propagation constant given by Eq. �93�, and

�c�r� �
1
2

� �ε1

�0
� �̂�ŝ� � C

7
c�r� � �̂�ŝ� �̂�ŝ� � C

7
c�r� � �̂�ŝ�

�̂�ŝ� � C
7

c�r� � �̂�ŝ� �̂�ŝ� � C
7

c�r� � �̂�ŝ�
� .

(121)

The next obvious step is to introduce the corre-
sponding coherency column vectors J̃d and Jc:

J̃d�r, q̂� � �
�̃d11�r, q̂�
�̃d12�r, q̂�
�̃d21�r, q̂�
�̃d22�r, q̂�

� , Jc�r� � �
�c11�r�
�c12�r�
�c21�r�
�c22�r�

� (122)

Fig. 18. Geometry showing the quantities used in the derivation
of the VRTE.

�̃d�r, q̂� �
1
2 �ε1

�0
� �̂�q̂� � %

7
d�r, q̂� � �̂�q̂� �̂�q̂� � %

7
d�r, q̂� � �̂�q̂�

�̂�q̂� � %
7

d�r, q̂� � �̂�q̂� �̂�q̂� � %
7

d�r, q̂� � �̂�q̂�
� . (119)
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�see Eq. �99�
. After lengthy but simple algebraic
manipulations, we get

dJ̃d�r, q̂�

dq
� �n0�KJ�q̂��J̃d�r, q̂�

� n0 �
4	

dq̂��ZJ�q̂, q̂���J̃d�r, q̂��

� n0�ZJ�q̂, ŝ��Jc�r�, (123)

where �KJ�q̂�� is the coherency extinction matrix av-
eraged over the particle states and �ZJ�q̂, q̂��� is the
ensemble average of the coherency phase matrix
given by Eq. �25�. The column vector Jc�r� satisfies
the transfer equation �100�.

The final step in the derivation of the VRTE is to
define the diffuse specific intensity column vector,
Ĩd�r, q̂� � DJ̃d�r, q̂�, and the coherent Stokes column
vector, Ic�r� � DJc�r�, and rewrite Eq. �123� in the
form

dĨd�r, q̂�

dq
� �n0�K�q̂��Ĩd�r, q̂�

� n0 �
4	

dq̂��Z�q̂, q̂���Ĩd�r, q̂��

� n0�Z�q̂, ŝ��Ic�r�, (124)

where �K�q̂�� is the ensemble average of the Stokes
extinction matrix given by Eq. �32� and �Z�q̂, q̂��� is
the ensemble average of the Stokes phase matrix
given by Eq. �27�. The coherent Stokes column vec-
tor Ic�r� satisfies the transfer equation �101�.

4. Discussion

Equations �101� and �124� represent the classical
form of the VRTE applicable to arbitrarily shaped
and arbitrarily oriented particles and were initially
introduced by Rozenberg29 by use of simple heuristic
considerations. Our detailed microphysical deriva-
tion of these equations is based on fundamental prin-
ciples of statistical electromagnetics and clarifies the
meaning of all participating quantities. It naturally
replaces the original incident field as the source of
multiple scattering in Eq. �66� by the decaying coher-
ent field in Fig. 12�c� and leads to the introduction of
the diffuse specific intensity vector Ĩd�r, q̂� that de-
scribes the photometric and polarimetric character-
istics of the diffuse, multiply scattered light.
Although our derivation assumed that the external
field is a monochromatic plane wave, the linearity of
Eqs. �101� and �124� implies that they are also valid
for quasi-monochromatic incident light.

The physical interpretation of Ĩd�r, q̂� is rather
transparent. Imagine a well-collimated polarization-
sensitive detector centered at the observation point
and aligned along the direction q̂ �� ŝ� �Fig. 19�. Let
�S be the detector area and �& its �small� acceptance
solid angle. Each infinitesimal element of the detec-
tor surface reacts to the radiant energy coming from

the directions confined to a narrow cone with the small
solid-angle aperture �& centered around q̂. On the
other hand, we can use Eq. �116� to write

�&Ĩd�r, q̂� � n0 �
�V

d3p
1
p2 H�q̂, p�

� ��Z�q̂, ŝ��Ic�r � p�

� �
4	

dq̂��Z�q̂, q̂���Ĩd�r � p, q̂��
 ,

(125)

where p originates at observation point r �Fig. 18�
and the integration is performed over the conical vol-
ume element �V having the solid-angle aperture �&
and extending from the observation point to point C
as shown in Fig. 19. The right-hand side of approx-
imation �125� is simply the integral of the scattering
signal per unit surface area perpendicular to q̂ per
unit time over all particles contained in the conical
volume element. It is now clear which quantity de-
scribes the total polarized signal measured by the
detector per unit time: it is the product �S�&Ĩd�r,
q̂� with the dimension of power �W�. �Note that if q̂
� ŝ then the polarized signal measured by the detec-
tor per unit time is given by �SIc�r� � �S�&Ĩd�r, ŝ�.

In particular, the first element of Ĩd�r, q̂� is the stan-
dard specific intensity Ĩd�r, q̂� defined such that the
product �t�S�&Ĩd�r, q̂� gives the amount of radiant
energy transported in a time interval �t through an
element of surface area �S normal to q̂ in directions
confined to an element of solid angle �& centered
around q̂. The fact that one can measure the diffuse
specific intensity vector with an optical device and
theoretically compute it by solving the VRTE ex-
plains the usefulness of this quantity in many prac-
tical applications.

Fig. 19. Physical meaning of the diffuse specific intensity vector.
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To derive the VRTE, I had to make the following
approximations.

• Assume that each particle is located in the far-
field zones of all other particles and that the obser-
vation point is also located in the far-field zones of all
the particles that form the scattering medium.

• Neglect all scattering paths that go through a
particle two and more times �the Twersky approxi-
mation�.

• Assume that the position and state of each par-
ticle are statistically independent of each other and of
those of all other particles and that the spatial dis-
tribution of the particles throughout the medium is
random and statistically uniform.

• Assume that the scattering medium is convex,
which assured that a wave exiting the medium can-
not reenter it.

• Assume that the number of particles N that
form the scattering medium is large and replace all
factors of the type �N � n�!��N � n � k�! by Nk.

• Ignore all the diagrams with crossing connec-
tors in the diagrammatic expansion of the dyadic
correlation function �the ladder approximation�.

As a consequence of these approximations, the
VRTE cannot be expected to perform well for densely
packed media21 and does not describe important in-
terference effects such as coherent backscattering.
The latter is caused by constructive interference of
pairs of conjugate waves that propagate along the
same scattering paths but in opposite directions and
is represented by diagrams with crossing connectors
excluded from our derivation.18–22

Particles that are randomly positioned and are sep-
arated widely enough that each is located in the far-
field zones of all other particles are traditionally
called independent scatterers.23 Thus our deriva-
tion explicitly demonstrates that the requirement of
independent scattering is a necessary condition of
validity of the radiative transfer theory.

A fundamental property of the VRTE is that it
satisfies the energy conservation law. Indeed, we
can rewrite Eqs. �101� and �124� as a single equation

q̂ � �I�r, q̂� � � � �q̂I�r, q̂�
 � �n0�K�q̂��I�r, q̂�

� n0 �
4	

dq̂��Z�q̂, q̂���I�r, q̂��,

where I�r, q̂� � ��q̂ � ŝ�Ic�r� � Ĩd�r, q̂� is the full
specific intensity vector. Let us now introduce the
flux density vector as F�r� � �4	 dq̂q̂I�r, q̂�. Obvi-
ously, the product p̂ � F�r�dS gives the amount and
the direction of the net flow of power through a sur-
face element dS normal to p̂. Integrating both sides
of Eq. �126� over all directions q̂ and recalling the
definitions of the extinction, scattering, and absorp-
tion cross sections in Section 2.8 of Ref. 23, we obtain

�� � F�r� � n0 �
4	

dq̂Cabs�q̂�I�r, q�. (127)

This means that the net inflow of electromagnetic power
per unit volume is equal to the total power absorbed per
unit volume. If the particles that form the scattering
medium are nonabsorbing so that Cabs�q̂� � 0, then the
flux density vector is divergence free: � � F�r� � 0.
This is a manifestation of the conservation of the power
flux, which means that the amount of electromagnetic
energy that enters a volume element per unit time is
equal to the amount of electromagnetic energy that
leaves the volume element per unit time.

Equations �101� and �124� allow a simple physical in-
terpretation �which has often been used in lieu of the
formal microphysical derivation of the VRTE�. Specifi-
cally, Eq. �101� shows that the change of the Stokes vector
of the coherent field Ic�r� over the differential length ds is
caused by extinction and dichroism, whereas Eq. �124�
describes the change of the Stokes vector of the multiply
scattered light Ĩd�r, q̂� as it propagates through an ele-
mentary cylindrical volume of length dq �Fig. 20�. The
first term on the right-hand side of Eq. �124� accounts for
the change caused by extinction and dichroism, the sec-
ond term describes the contribution of the diffuse light
that illuminates the volume element from all directions
q̂� and scattered into the direction q̂ and the third term
describes the contribution of the coherent light scattered
into the direction q̂.

It is important to realize that the phenomenologi-
cal radiative transfer theory treats the medium filled
with a large number of discrete, sparsely and ran-
domly distributed particles as continuous and locally
homogeneous. It then replaces the concept of single
scattering and absorption by an individual particle
with the concept of single scattering and absorption
by a small homogeneous volume element. Another
controversial postulate of the phenomenological ap-
proach is that the scattering and absorption charac-
teristics of the small volume element are given by the
incoherent sums of the respective characteristics of
the constituent particles, whereas the latter follow
from the Maxwell equations. Furthermore, it as-
sumes that the result of scattering is not the trans-
formation of a plane incident wave into a spherical
scattered wave, but rather the transformation of the
specific intensity vector of the incident light into the
specific intensity vector of the scattered light: Ĩd�r,

Fig. 20. Physical interpretation of the RTE.
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q̂� � Z�q̂, q̂��Ĩd�r, q̂��, where Z�q̂, q̂�� is the phase
matrix of the small volume element.

An informal way to justify these assumptions is to
note first that the matrices �K� and �Z� that enter Eqs.
�101� and �124� are the same ensemble-averaged ex-
tinction and phase matrices per particle that enter the
formulas of the single-scattering approximation for a
small volume element �Section 3.1 of Ref. 23�. There-
fore, the products n0�K�dqdA and n0�Z�dqdA can in-
deed be interpreted as the total extinction and phase
matrices of a small cylindrical volume element having
a length dq and bases of an area dA �Fig. 20�. Second,
the product Z�n̂sca, n̂inc�Iinc in Eq. �26� could be inter-
preted as the scattered polarized power per unit solid
angle. Specifically, the polarized energy flow across a
surface element �S normal to n̂sca at a distance r from
the particle is given by �Sr�2Z�n̂sca, n̂inc�Iinc and is, at
the same time, equal to the polarized power scattered
within the solid-angle element �& � �Sr�2 centered at
n̂sca. A significant residual problem with this inter-
pretation is that two adjacent volume elements are not
in the far-field zones of each other and cannot be con-
sidered independent scatterers.

It is worth emphasizing again that the detailed
microphysical derivation of the VRTE described in
this paper naturally leads to the definition of the
Stokes column vectors Ic�r� and Ĩd�r, q̂�, clarifies the
physical meaning of all quantities that enter Eqs.
�101� and �124�, makes unnecessary the multiple con-
troversial assumptions of the phenomenological ap-
proach, and allows one to reconcile the seemingly
incompatible concepts of classical radiometry �light
rays and ray pencils� and classical electromagnetism
�electromagnetic waves, Stokes parameters, and am-
plitude, phase, and extinction matrices�. In partic-
ular, it eliminates the need for introducing the
troublesome and vague notion of an elementary vol-
ume element and provides a natural remedy for the
fact that adjacent volume elements are not in the
far-field zones of each other.

Methods for solving the general VRTE are dis-
cussed in Ref. 30. Equations �101� and �124� become
much simpler for macroscopically isotropic and
mirror-symmetric scattering media,23 especially
when one resorts to the scalar approximation,2,6 and
have been solved by use of various analytical and
numerical techniques.3–5,8,11–14
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Correction

Page 7126, 3rd line below Fig. 9.  “Obviously, the dyadic correlation function…” should
read “Obviously, the product of 012

1 µε  and the dyadic correlation function…”


